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Abstract

Purpose — Partial least squares structural equation modeling (PLS-SEM) has become popular in the
information systems (IS) field for modeling structural relationships between latent variables as measured by
manifest variables. However, while researchers using PLS-SEM routinely stress the causal-predictive nature of
their analyses, the model evaluation assessment relies exclusively on criteria designed to assess the path
model’s explanatory power. To take full advantage of the purpose of causal prediction in PLS-SEM, it is
imperative for researchers to comprehend the efficacy of various quality criteria, such as traditional PLS-SEM
criteria, model fit, PLSpredict, cross-validated predictive ability test (CVPAT) and model selection criteria.
Design/methodology/approach — A systematic review was conducted to understand empirical studies
employing the use of the causal prediction criteria available for PLS-SEM in the database of Industrial
Management and Data Systems (IMDS) and Management Information Systems Quarterly (MISQ).
Furthermore, this study discusses the details of each of the procedures for the causal prediction criteria
available for PLS-SEM, as well as how these criteria should be interpreted. While the focus of the paper is on
demystifying the role of causal prediction modeling in PLS-SEM, the overarching aim is to compare the
performance of different quality criteria and to select the appropriate causal-predictive model from a cohort of
competing models in the IS field.

Findings — The study found that the traditional PLS-SEM criteria (goodness of fit (GoF) by Tenenhaus, R2 and
Q2) and model fit have difficulty determining the appropriate causal-predictive model. In contrast, PLSpredict,
CVPAT and model selection criteria (i.e. Bayesian information criterion (BIC), BIC weight, Geweke—Meese
criterion (GM), GM weight, HQ and HQC) were found to outperform the traditional criteria in determining the
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Figure 1.
PLS-SEM as method
for confirmatory/
explanatory and
predictive modeling

appropriate causal-predictive model, because these criteria provided both in-sample and out-of-sample
predictions in PLS-SEM.

Originality/value — This research substantiates the use of the PLSpredict, CVPAT and the model selection
criteria (i.e. BIC, BIC weight, GM, GM weight, HQ and HQC). It provides IS researchers and practitioners with
the knowledge they need to properly assess, report on and interpret PLS-SEM results when the goal is only
causal prediction, thereby contributing to safeguarding the goal of using PLS-SEM in IS studies.

Keywords Causal prediction, Traditional PLS criteria, Model fit, PLSpredict, CVPAT, Model selection criteria
Paper type Research paper

1. Introduction

As partial least squares structural equation modeling (PLS-SEM) progresses, it is becoming
an increasingly visible approach for theory testing in a plethora of academic disciplines
(Khan et al., 2019; Hwang et al.,, 2020), such as accounting (Nitzl et al, 2016; Lee et al,, 2011),
international management (Richter ef al., 2016), operations management (Peng and Lai, 2012),
information systems (IS) (Shiau et al.,, 2019; Hair et al, 2017a) and marketing (Hair et al., 2012).
Wold (1982), the pioneer of the method, described PLS-SEM as a method that combines both
the econometric prediction and the psychometric modeling of latent variables. Specifically,
the main objective of PLS-SEM is to predict and explain a key target construct and/or to
identify its relevant antecedent constructs. In other words, this approach generates latent
variable scores that maximize within-sample prediction in terms of the dependent latent
variable’s RZ value. As such, the estimated coefficients depict the relevance of constructs in a
certain model that directly, indirectly and totally contribute to the explanation of a target
construct of interest. As highlighted by Wold (1985), the latent variable scores allow
prediction of the indicator values of the dependent constructs, thus determining the
predictive relevance of the model.

Although PLS-SEM is typically presented as an alternative technique to covariance-based
structural equation modeling (CB-SEM) (Joreskog, 1973; Rigdon et al, 2017), many
researchers routinely muddle the dichotomy between explanation and prediction in their
research goals. This dichotomy is often not useful, because the measurable data are often not
an accurate representation of their underlying constructs. Likewise, a similar concern was
noted in Shmueli (2010) study, that is, the operationalization of theories and constructs into
statistical models and measurable data “creates a disparity between the ability to explain
phenomena at the conceptual level and the ability to generate predictions at the measurement
level” (Shmueli, 2010, p. 293). After research models are established, “the “wrong” model can
sometimes predict better than the correct one” (Shmueli, 2010, p. 293), while the best
predictive model often does not provide much explanation. Hence, it depends on the goal of
the research (see Figure 1), as this guides the way the method is applied. For example, if the
goal concerns prediction, then the researchers should look into applying machine learning
forecasting methods (i.e. random forests and artificial neural networks), where prediction is
critical but theoretical consistency [1] may be of secondary concern (Shmueli and Koppius,
2011; Shmueli ef al, 2016). Alternatively, if the study focuses on confirmatory/explanatory
modeling, researchers should consider either CB-SEM or the newly proposed consistent PLS
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approach (Bentler and Huang, 2014; Dijkstra and Henseler, 2015a, 2015b). Both of these Role of causal-

techniques have their own fit measures—usually oriented to in-sample measures—for
assessing the explanatory power and specification of the model.

Nevertheless, the goal of a study is usually not restricted to one pole of the characterized
continuum but takes a position near the midpoint, which is the basis for developing
theoretical and managerial implications (Hair and Sarstedt, 2019). Explanation and prediction
are two distinct concepts of statistical modeling and estimation. In particular, “explanatory
modeling focuses on minimizing bias to obtain the most accurate representation of the
underlying theory, which is grounded in well-developed causal explanations” (Evermann and
Tate, 2016; Liengaard et al., 2020). Predictive modeling seeks to minimize the combination of
bias and estimation variance, occasionally sacrificing theoretical accuracy for improved
empirical precision (Shmueli, 2010, p. 293). Correspondingly, a grossly mis-specified model
can yield superior predictions, whereas a correctly specified model can perform extremely
poorly in terms of prediction. This perspective corresponds to the work of Joreskog and Wold
(1982, p. 270), who designed PLS-SEM as a “causal-predictive” technique [2] that overcomes
the dichotomy between explanatory and predictive modeling. In other words, the use of PLS-
SEM as a causal-predictive technique often means the model is expected to exhibit high
predictive accuracy, while also being grounded in well-developed causal explanations (see
Figure 1). Gregor (2006, p. 626) refers to this interplay as explanation and prediction theory,
which “implies both understanding of underlying causes and prediction, as well as
description of theoretical constructs and the relationships among them.” According to this
assumption, researchers who use PLS-SEM may consider both sets of evaluation criteria—
for both explanatory modeling and predictive modeling—to different degrees. A successful
union between explanation and prediction lends authority to our understanding of the system
that relates to the fundamental quest of science (Dublin, 1969).

In arecent work, Hair et al. (2017b) highlighted that the latest PLS-SEM toolbox included a
broad range of evaluation criteria for assessing the adequacy of a model. However, many
researchers still fail to fully utilize the suitability evaluation criteria metrics in PLS-SEM to
corroborate the research goal of causal prediction. For example, most of the studies were
found to interpret an in-sample prediction of the dependent construct by using model
estimates that predicted the case values of the entire sample, such as the coefficient of
determination (also known as the R?) or adjusted R? (Hair et al, 2017b; Sarstedt et al, 2013) [3].
In addition, some researchers still chose to report the model’s out-of-sample predictive
performance, such as the @ or ¢® values that were generated through blindfolding
procedures (Geisser, 1974; Stone, 1974). However, Shmueli ef al (2016) stressed that the
blindfolding procedure has several limitations; hence, they introduced the PLSpredict
procedure to assess the PLS path model’s predictive quality via true out-of-sample metrics,
such as the root mean square error (RMSE) and the mean absolute error (MAE). Along with
this advancement, Liengaard et al. (2020) also proposed another type of prediction procedure
that could be assessed in PLS-SEM, called the cross-validated predictive ability test (CVPAT),
which offers an overall inferential test for predictive model comparison. There were also
researchers who explored whether the use of in-sample measures, such as the model selection
criteria (ie. Akaike information criterion (AIC), Bayesian information criterion (BIC),
Geweke—Meese criterion (GM)) could be a potential substitute for out-of-sample criteria that
require a holdout sample (Sharma ef al,, 2019a, 2019b). That same year, Danks et al. (2020)
extended the use of the model selection criteria by looking into the AIC weights (AICw), BIC
weights (BICw) and GM weights (GMw). These new criteria were intended to assist scholars
in overcoming selection uncertainty when selecting an appropriate model over others
alternative model based on the model selection criteria [4]. Alternatively, there are other
groups of scholars who support the evaluation criteria metrics of goodness of fit (GoF) by
Tenenhaus et @l (2005):Some now even consider using the model fit criteria in PLS-SEM (i.e.
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standardized root mean square residual (SRMR)) [5] for explanatory purposes (Dijkstra and
Henseler, 2015a, 2015b; Henseler et al., 2014).

The broad range of evaluation metrics in PLS-SEM makes an evaluation of the causal
prediction of a model problematic, because an optimal model for prediction purposes may
differ from one obtained in an explanatory modeling context. In other words, a well-fitting
model designed in an explanatory context may perform very poorly in terms of out-of-sample
prediction (Shmueli, 2010). Therefore, accomplishing highly satisfactory results in both
directions can be difficult and complex, especially with respect to the IS field, which has many
parts and many possible arrangements with intricate underlying causal interactions and
relationships (Sharma ef al, 2019a, 2019b).

Grasping this trade-off between explanation and prediction requires researchers to have a
sound understanding of each evaluation metric in PLS-SEM. This is important because
methodological research in PLS-SEM is quite dynamic in terms of evaluating the method’s
characteristics (e.g. Henseler et al, 2014; Rigdon, 2012, 2014; 2016; Ronkko and Evermann, 2013;
Sarstedt et al, 2016), hence understanding each evaluation criteria metric allows researchers to
further extend their existing theories, combine different theoretical models and compare
theories. Focusing on such capabilities also allows researchers to formulate parsimonious
models with relatively high predictive relevance to empirically validate their a priori
hypothesized predictive relationships, and to substantiate and generalize the relevant effects
and the theoretical model across time and different datasets. In the IS field, most research goals
are to uncover both the significant and the relevant effects that allow researchers to determine
the key success factors that the information management and data system field should focus
on. Because the use of PLS-SEM in research is increasing, examining its usage is critical to
counteracting misapplication, which could otherwise be reinforced over time.

Given the growing concerns about causal prediction practice in PLS-SEM, we first
conducted a systematic review using the Emerald database to search for journals that publish
in both Industrial Management and Data Systems (IMDS) and Management Information
Systems Quarterly (MISQ) under the subject area of causal prediction. Next, we reviewed all
the evaluation metrics in PLS-SEM as an integral element of model assessment, with the aim
of providing important guidance on the interplay between theory testing and prediction
testing (e.g. Shmueli, 2010) and, if necessary, finding opportunities for realignment in future
applications. We also illustrated the procedures for each of the metrics using Zhang et al.
(2018) model of the impact of channel integration on consumer responses in omni-channel
retailing. Through this study, we provide recommendations on how a report should be
conducted in research that focuses on explanation or prediction, respectively. While our focus
is on each evaluation metric procedure, our overarching aim is to encourage the appropriate
assessment of the causal prediction goal in PLS-SEM analyses.

1.1 Systematic review of causal prediction

The systematic review of causal prediction was conducted using the Emerald search engine
by focusing on two top-tier journals in the IS field (i.e. IMDS and MISQ). The search was
focused on identifying articles in the journal’s database that adopted a quality criteria
assessment when using PLS-SEM. The search included articles published in the last
two decades, from 1999 to 2018. With these search queries, we aimed to extract all the
academic articles that were published under the keyword of PLS-SEM. The Preferred
Reporting Items for Systematic Reviews (PRISMA) flowchart was used to present the search
outcome (see Figure 2).

The search resulted in 91 and 40 hits from the IMDS and MISQ databases, respectively, in
the first stage of the systematic review process. The review was restricted to research articles
published in English, while non-academic publications (i.e. conference papers, book chapters
andbook series)wereexcluded:Overall, only one article was excluded based on these criteria.



Records identified through articles in
IMDS (n=91articles) and MISQ
(n= 40 articles)

Record screened
(n=131 articles)

Articles excluded in IMDS (n=1 article)

Reason:
IMDS - not research article (7= 1)

Full text assessed for eligibility
IMDS (n=90 articles) and MISQ (n=40)

Articles excluded in IMDS
(n= 12 articles) and MISQ (n= 18 articles)

Reasons:
IMDS - no association (= 3), tutorial/ guideline
Articles included in the review paper (n1=19)
IMDS (n =78 articles) and MISQ -> tutorial/guideline paper (n=18)
MISQ (n =40 articles)

[ Included ] [ Eligibility ] [ Screening ] [Identification]

Subsequently, the titles, abstracts and contents of the remaining 130 articles (i.e. IMDS = 90
and MISQ = 40) were examined thoroughly to ensure that they fulfilled the inclusion criteria
for the present study. Consequently, nine tutorials/guidelines and three irrelevant articles
from the IMDS were excluded, while 18 tutorial/guideline articles that were published in the
MISQ were excluded. Details of the 78 articles used in our analysis (see Figure 1) are presented
in Tables Al and A2.

Based on the review of the IMDS articles (see Table A1), we observed that the coefficient of
determination (R%) was used as the main criterion for evaluating research model suitability
(100.00%). Only 17.95% of the articles published between 2014 and 2018 reported the
blindfolding procedure (i.e. the @ criterion). Interestingly, the usage of Tenenhaus et al. (2005)
GoF was quite high (12.82%) between 2010 and 2018, despite its deficiency. As for the SRMR,
it was used in 14.10% of the studies published between 2016 (when the method was first
introduced in the journal IMDS) and 2018. In addition, bootstrap results of the exact model fit
(i.e. d_ULS, the squared Euclidean distance and d_G, the geodesic distance) were rarely used
between 2016 and 2017 (5.13%). Finally, although PLSpredict was introduced by Shmueli
et al. (2016) at the same time as the model fit criteria (i.e. SRMR, d_G and d_ULY), it was not
adopted in any study between 2016 and 2018. Similarly, no study used the model selection
criteria (i.e. AIC or BIC) (Sharma et al., 2019a, 2019b) or the CVPAT (Liengaard et al., 2020) to
determine the suitability of a research model. However, surprisingly, R was the only criterion
that was reported in MISQ (100.00%) (refer to Table A2).

Drawing from this review, there is a need to understand the efficacy of each criterion for
determining the appropriateness of a model. Some possible reasons that the PLSpredict, the
CVPAT and the model selection criteria were not used in most past studies could be that
researchers were either unaware of these new and suitable criteria that could bridge the gap
between the explanation and prediction goals in PLS-SEM, or they were comfortable with the
existing reporting criteria. Alternatively, it could be that a plethora of researchers are
interested in explanatory modeling research rather than prediction-oriented modeling
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research. Therefore, many reviewers or editors may be uncomfortable with the absence of a
global index assessment; hence, they ask for the fit measures.

2. Current PLS-SEM evaluation toolkit

2.1 PLS-SEM criteria for in-sample prediction

In the recent PLS-SEM literature, there are a growing number of criteria that allow
achievement of the causal-predictive goal in IS research. The simplest and most widely
adopted criterion is the RZ R? is typically used as a criterion of predictive power (Hair ef al,
2017hb; Sarstedt et al, 2013), which indicates the variance explained in each of the endogenous
constructs. The higher the R® value, the greater the predictive accuracy. As a general
guideline for marketing studies, the R? values of 0.75, 0.50 and 0.25 can be considered
substantial, moderate and weak, respectively (Hair et al, 2011, p. 147). Other scholars have
also indicated a different interpretation of K? values. In particular, Falk and Miller (1992)
recommended that R? should be at least greater than 0.10, whereas Chin (1998b) considered
R values of 0.67, 0.33 and 0.19 as substantial, moderate and weak, respectively (Roldan and
Sanchez-Franco, 2012, p. 205). Despite the guideline, researchers have always been advised to
interpret & values according to the context of the related discipline. For example, when
measuring a concept that is inherently predictable, such as the technology acceptance model,
R2 values of 0.35-0.51 may be considered strong (see Lee et al, 2003). Focusing solely on the
R value to assess the adequacy of a theoretical model is problematic because it may cause
researchers to overfit their model to the point that it overly accommodates both the
information and the idiosyncratic noise in the data (Hair et al, 2019a, b, ¢, d) [6]. This limits the
prospect of the generalizability of the model results to other samples (Pitt and Myung, 2002;
Sharma et al., 2019a, 2019b), which is central to empirical research. In other words, the same
model would likely not fit if it is used on another sample drawn from the same population
(Sharma et al.,, 2019a, 2019b). Hence, given that R? increases as predictors are added to the
model, resulting in a more complex model, researchers have widely used the adjusted k2,
which attempts to correct for model complexity by including a penalty proportional to the
number of predictors in the model. However, the adjusted R? is deemed to lack formal
justification and is not suitable for assessing a model’s predictive accuracy (Berk, 2008).

2.2 PLS-SEM criteria for out-of-sample prediction

Because R* only provides information regarding in-sample prediction, another frequently
used metric is the Stone—Geisser's @* (Geisser, 1974; Stone, 1974). Wold recognized the
usefulness of this technique by stating that it fits PLS-SEM “like hand in glove” (Wold, 1982,
p. 30). Specifically, @? is obtained by means of the blindfolding procedure, which omits a part
of the data matrix, estimates the model parameters and predicts the omitted data by using the
previously computed estimates. This process is repeated until every data point has been
omitted and the model re-estimated. The smaller the difference between the predicted and the
original values, the greater the @ value (or @* > 0), thus ensuring the model’s predictive
accuracy and relevance (Chin, 1998). Moreover, recent literature by Hair et al (2019b)
proposes another rule of thumb: that @7 values higher than 0.00, 0.25 and 0.50 depict small,
medium and large predictive relevance of the PLS path model, respectively. Chin (2010, p. 680)
also indicated that “in general, a cross-validated redundancy Q2 above 0.50 is indicative of a
predictive model.” To initiate the blindfolding procedure, researchers need to determine the
sequence of data points to be omitted in each run. Chin (1998) suggested using an omission
distance between 5 and 10. For example, an omission distance of 7 implies that every seventh
data point of the endogenous construct’s indicator is eliminated in a single blindfolding run.
Purthermore) therevare tworapproaches to calculating the @ value: cross-validated



redundancy and cross-validated communality, the former of which is generally
recommended to explore the predictive relevance of the PLS path model focus on cross-
validated redundancy (Hair et al, 2017b; Wold, 1982). Analogous to the effect size (),
researchers can also analyze the ¢ effect size, which indicates the change in the @ value
when a specified exogenous construct is omitted from the model. As a relative measure of
predictive relevance, ¢° values of 0.02, 0.15 and 0.35 indicate that an exogenous construct on a
certain endogenous construct has small, medium or large predictive relevance, respectively.

However, both @* and ¢? are ad hoc metrics that do not provide highly interpretable
results in terms of prediction error magnitude (i.e. no clear cutoffs for model comparison), and
furthermore, their imputation steps do not take heterogeneity in prediction errors into
account (see Shmueli ef al,, 2016). In addition, these metrics are not true measures of out-of-
sample prediction, as blindfolding does not omit entire observations, but only data points.
“Hence, both @? and ¢ values can only be partly considered a measure of out-of-sample
prediction, because the sample structure remains largely intact in its computation” (Shmueli
et al, 2016). Fundamental to a proper predictive procedure is the ability to predict measurable
information for new cases (Shmueli et al, 2016, p. 4553). Addressing this concern, Shmueli
et al. (2016) developed the PLSpredict procedure for generating holdout sample-based point
predictions in PLS path models on an item or construct level. When running PLSpredict,
researchers need to make a series of choices. Technically, the default PLSpredict choices
include (1) the number of k-fold cross-validations (¢ = 10); (2) the number of repetitions
(r = 10) (see Witten et al, 2016); and (3) the selection of an adequate prediction statistic to
quantify the degree of prediction error (the MAE, the RMSE and the Q*_predict criterion from
the PLSpredict assessment (Hair et al., 2019b; Shmueli e al., 2019), assuming the sample size is
large enough).

Importantly, when interpreting PLSpredict results, the focus should be on the model’s key
endogenous construct, as opposed to the prediction errors for all the endogenous constructs’
indicators. After the key target construct has been selected, the @*_predict statistic should be
evaluated first to verify that the predictions outperform the most naive benchmark, defined
as the indicator means from the analysis sample (Shmueli ef al,, 2019). Researchers then need
to compare the RMSE and MAE values (produced by the PLSpredict method) against a naive
benchmark using a linear regression model (LM) (Danks and Ray, 2018; Hair et al, 2019c;
Shmueli et al,, 2019). In most cases, researchers should use the RMSE because it assigns a
greater weight to larger errors via squaring the errors, which makes it particularly useful
when large errors are undesirable (Hair ef al., 2019b). Yet, if the prediction error distribution is
highly non-symmetric, the MAE is the more appropriate prediction statistic (Shmueli ef al,
2019). If the empirical comparison of the predictive power of competing models with the same
endogenous dependent variable is of interest, both the RMSE and MAE should be
investigated at the composite level. Often researchers use PLSpredict to produce a case-
specific prediction. However, if researchers are interested in establishing a set of competing
models from an out-of-sample prediction perspective, they can subsequently look into the
prediction errors of the latent variable scores that focus on the out-of-sample error statistic
(e.g. RMSE or MAE) (see Shmueli et al., 2019). If a model gives a low prediction error statistic
for the key target endogenous construct compared with the results from a set of competing
models, it has a better chance of being scientifically replicable and explainable and of
exhibiting higher predictive abilities.

Although PLSpredict improves prediction assessment capabilities to a certain degree, the
method does not offer any insight regarding the overall inferential test to assess whether the
alternative model’s (AM) predictive capabilities are significantly better than the established
model’'s (EM). As a remedy, Liengaard et al. (2020) established the CVPAT method, which is
non-parametric. The purpose of this new method is to conduct a pairwise comparison
between two'theoretically derived modelstegards their ability to predict the indicators for all
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the dependent latent variables (regardless whether reflective or formative) simultaneously. In
particular, the test facilitates researchers in determining whether the AM has significantly
better predictive accuracy than the EM (or vice-versa) at a pre-specified significance level (e.g.
a = 0.05). To estimate the out-of-sample prediction errors, CVPAT relies on the concept of k-
fold cross-validation, which randomly splits the overall dataset into a specific number of folds
(e.g. k = 10) and iterates through all the folds. In particular, the initial iteration reserves the
first fold as an independent holdout set and estimates the model on the remaining
observations, which act as training set. Using the training parameter estimates, the output
variables of the first fold are predicted by their input variables. The out-of-sample prediction
error is the difference between the predicted value of the output variables and their actual
values. Subsequently, the procedure is repeated for each fold (e.g. £ = 10) to generate the out-
of-sample prediction errors for each case in the dataset (see Liengaard ef al., 2020). Then, the
loss in predictive power associated with a given model is measured as the average squared
prediction error over all indicators associated with the endogenous variables. This average
lost difference is a measure of the difference in the average out-of-sample performance
between two competing models (EM vs AM) when the indicators of the endogenous latent
variable (Liengaard ef al., 2020) are predicted. A higher average loss of the EM compared with
the AM implies a higher average prediction error, which exhibits an inferior out-of-sample
model performance for EM (vice-versa). In order to complement this result, CVPAT also
provides significance test results for both the p-value and the confidence interval as crucial
evidence in favor of one model in terms of its predictive accuracy compared with the other
model [7] (Liengaard et al., 2020).

2.3 PLS-SEM criteria of model selection criteria

As an alternative to both the PLSpredict and CVPAT, researchers can revert to model
selection criteria derived from information theory (McQuarrie and Tsai, 1998). These criteria
strike a balance between model fit and complexity to prevent overfitting so that the model can
generalize beyond the particular sample (Myung, 2000). The two most widely used model
selection criteria are the AIC (Akaike, 1973) and the BIC (Schwarz, 1978). The AIC and BIC
differ somewhat in their conceptual underpinnings and assumptions. Specifically, the BIC
provides an estimate of the posterior probability of a model being true and chooses the model
that maximizes this probability on a given dataset. In other words, it strives to select a model
that is most likely (in the Bayesian sense) to coincide with the underlying data generating
model. In contrast, the AIC is designed to estimate the relative amount of information lost
(using the Kullback—Leibler divergence measure between distributions) when a given model
estimated from data is compared with a “true” but unknown data generating process
(Burnham and Anderson, 2002). In addition, there are several variations of the original AIC
and BIC criteria that have also been proposed in recent decades, including Mallow’s C,
criterion, the unbiased AIC (AICu), the corrected AIC (AICc), the GM, the Hannan—Quinn
Criterion (HQ) and the corrected Hannan—Quinn Criterion (HQC) (see Sharma et al., 2019a,
2019b). These criteria are typically written as a function of the maximum likelihood value, but
they can be expressed as a function of the model residuals when the error distribution is
normal with constant variance (Burnham and Anderson, 2002, p. 63). In other words, these
least squares formulation characteristics (i.e. the AIC, BIC, GM and other criteria) using model
residuals are merely a special case of the model selection criteria equivalent to that of the
likelihood estimation (see Sharma et al, 2019a). Consequently, it makes these criteria suitable
for PLS-SEM estimation as it relies on an iterative estimation of piecewise LMs (e.g. Hair et al,
2017b) [8]. Importantly, Sharma et al (2019a, 2019b) highlighted that the model selection
criteria (particularly BIC and GM) are known as in-sample criteria that could be a substitute
for out-of-sample criteria that require a holdout sample. Such a substitution is advantageous,



especially when the researcher does not have the luxury of a holdout sample (using an Role of causal-

insufficient sample for the holdout sample causes considerable loss of statistical and
predictive power), and the goal is to select correctly specified models with low prediction
error. Subsequently, these model selection criteria help compare different model
configurations that could result from different theories or research contexts.

However, one possible issue in the application of model selection criteria (i.e. AIC, BIC and
GM) is that—in their simple form (i.e. raw values)—they do not provide any in-depth
information regarding the relative weights of evidence in favor of the models under
consideration (Burnham and Anderson, 2002; Wagenmakers and Farrell, 2004). Specifically,
while the differences in the criteria values are useful for ranking and selecting models, such
differences can often be small in practice, resulting in a false sense of model selection
confidence and uncertainty (Preacher and Merkle, 2012). For example, when comparing two
models with similar BIC values, it is difficult to determine how much statistical importance
should be attached to the small difference. To overcome this uncertainty, Danks et al. (2020)
proposed the use of AICw, BICw and GMw to help researchers comprehend how much a
selected model is better than others in a given sample (Symonds and Moussalli, 2011). The
AICw, BICw and GMw are all derived from the model selection criteria’s raw values to
compute the relative likelihood of a model, given the data and set of models (see
Wagenmakers and Farrell, 2004). The likelihood values allow a researcher to draw more
robust inferences by creating an additional measure that can be used to judge the relative
strength of each model in the set. This measure gives researchers more information about
whether to base the inference on a single superior model when weighing all models equally
(Danks et al., 2020). This approach is particularly useful in situations where the models under
consideration are close in an information theoretic sense, as evidenced by similar relative
model likelihoods (Breiman, 1996). Overall, these model selection criteria strengthen PLS’s
repertoire by allowing researchers to select correctly specified models with low
prediction error.

2.4 PLS-SEM criteria for fit measures

Past methodological developments in PLS have also introduced GoF measures to PLS-SEM.
One of the earliest metrics, which uses GoF as an index for validating the PLS model globally,
was proposed by Tenenhaus et al (2005). Subsequently, some researchers concluded that
such GoF measures could be used for theory testing and confirmation (Tenenhaus et al., 2005,
p. 173). The GoF procedure uses the quality of the complete measurement model in terms of
average communality (i.e. AVE) and the quality of the complete structural model in terms of
average K. The average of communality is computed as a weighted average of all of the
communalities, using weights as the number of manifest variables in each construct with at
least two manifest variables. A study by Henseler and Sarstedt (2013) showed that the GoF
was not able to distinguish between valid and invalid models and is thus unsuitable for model
selection and not applicable to formatively measured constructs. Evidently, the GoF does not
penalize over-parameterization efforts, which means that these indices will almost always
favor complex models over parsimonious ones, thus resulting in overfitting.

Given all the drawbacks, the methodological developments in PLS-SEM have focused on
developing its explanatory strengths by proposing several model fit measures to overcome
the heated debate on the absence (Dijkstra and Henseler, 2015a, 2015b; Henseler et al., 2014)
(Ronkko and Evermann, 2013) as well as the deficiencies in Tenenhaus et al. (2005) GoF. Some
of the recent model fit measures suggested for the PLS-SEM context include SRMR, the root
mean square residual covariance (RMStheta), the normed fit index (NFI; also referred to as
Bentler—Bonett index), the non-normed fit index (NNFI; also referred to as Tucker—Lewis
index), and the exact model fit test (i.e. geodesic discrepancy, d_G and the unweighted least
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squares discrepancy, d_ULS) (see Dijkstra and Henseler, 2015a; Lohmoller, 1989; Henseler
et al., 2014). These model fit measures are capable of judging how well a hypothesized model
structure fits the empirical data, and thus help to identify model misspecifications (Dijkstra
and Henseler, 2015a; Henseler et al., 2014). Importantly, each of these model fit measures has
its own naive benchmarks and usage recommendations (see Hair ef al, 2017b) [9].

However, there are several reasons that model fit measures must be used with caution
(Hair et al,, 2019b, 2019c). First, the fit measures (SRMR and exact model fit test) are also
known as in-sample measures that are oriented towards assessing a model’s explanatory
power and specification. As a result, these measures provide no guarantee regarding how
well the model will fit to another new dataset, nor regarding how generalizable the inferences
and policy recommendations will be to other, similar contexts (Petter, 2018). Second, a
comprehensive assessment of these measures has not been conducted thus far. Subsequently,
any thresholds (guidelines) advocated in the literature should be considered as very tentative.
Third, because the algorithm for obtaining PLS-SEM solutions is not based on minimizing the
divergence between observed and estimated covariance matrices, the concept of chi-square-
based model fit measures, and their extensions—as used in CB-SEM—is not applicable. In
addition, even bootstrap-based model fit assessments (d_G and d_ULS) based on, for
example, some distance measure or the SRMR (Henseler, 2017; Henseler et al., 2016), which
quantifies the discrepancy between the sample covariance matrix and the implied covariance
matrix, should be considered with extreme caution. The reason is that the PLS-SEM method
considers error variance in model estimation (or maximizing the explained variance) as well
as the prediction-oriented goal. Hence, rejecting and modifying a model on the grounds of
thresholds for these fit metrics ignores a central component in the PLS-SEM algorithm’s
objective function (see Lohmoller, 1989, Chapter 5.5, p. 216-222). Fourth, scholars have
questioned whether the concept of model fit, as applied in the context of CB-SEM research, is
of value to PLS-SEM applications in general (see Hair et al, 2017a, 2017b; Rigdon et al., 2017,
Lohmoller, 1989, Chapter 5.5, p. 216-222). Lastly, the model fit criteria that result in a “misfit”
in PLS-SEM indicate that more information can be extracted from the data, rather than that
the model is incorrect (Sarstedt et al, 2016). From these uncertainty shortcomings, Sarstedt
et al. (2017) also concluded that validation using GoF measures is also relevant in a PLS-SEM
context, but less so than CB-SEM.

3. Study design

To illustrate the use of the causal prediction procedure with empirical data, we replicate
Zhang et al. (2018) model on the impact of channel integration on consumer responses in omni-
channel retailing [10]. The goal of this model is to explain the effects of customer
empowerment (CE) (e.g. Prentice et al, 2016; Zhang et al, 2018) on trust (TRUST) and
satisfaction (SA 7). Furthermore, the model also includes the dependence of TRUST on SAT
as well as TRUST and SAT on patronage intention (PI). In addition, the model includes six
dimensions (i.e. integrated customer services, integrated information access, integrated order
fulfillment, integrated product and price, integrated promotion and integrated transaction
information) that configure a higher-order construct of customer perception of channel
integration (CPCI), as an antecedent construct of omni-channeling (Bendoly et al, 2005; Zhang
et al., 2018). The measurement models of CE, TRUST and SAT draw on five reflective items
each, whereas PI is measured as reflective, with three items. In contrast, the lower-order
constructs for CPCI (ie. integrated customer services, integrated information access,
integrated order fulfillment, integrated product and price, integrated promotion and
integrated transaction information) are measured as reflective with some having four to six
items. From these lower-order constructs, CPCI is manifest as a formative construct (Zhang
etaly2018)ymakingritatype2thigher-order (reflective-formative) construct (Sarstedt et al.,



2019). All these measurements relied on rating each item on a 7-point Likert scale, with
response choices ranging from one (strongly disagree) to seven (strongly agree). In addition,
all these variables—regardless whether reflective or formative—that were included in our
study were modeled as composites. Composites are formed as linear combinations of sets of
indicators or dimensions to represent the concepts in the statistical model, which is well-
grounded in the PLS-SEM technique (Hair et al, 2020; Hair and Sarstedt, 2019) [11]. When
using these variables in PLS-SEM, the notion of both reflective and formative measurements
refers to the epistemic relationship between indicators and constructs as assumed from
measurement theory (Sarstedt et al., 2016). In particular, if correlation weights (Mode A) are
used for estimating a composite, the arrows typically point away from a construct to the
indicators, hence this is often referred to as a reflective measurement model. However, if
regression weights are used for compositing a composite, the arrows typically point from the
indicators to the construct, hence this is often referred to as a formative measurement.

In addition to looking into the measures, the survey design followed a sequence of steps. A
pre-test was conducted on 15 participants who had omni-channel shopping experience, and
three experts who had conducted research on multichannel retailing in hypermarkets (i.e.
Tesco, Aeon and Carrefour). Prior to administering the formal questionnaire, we modified the
inappropriate descriptions and expressions in the items based on the pre-test outcomes
(Hulland et al, 2018). Following the pre-test, a pilot test was also conducted with 30
respondents to check for ambiguity in the questionnaire, identify errors and optimize the
survey design (Hulland ef al, 2018). Like many studies related to retail (see Calvo-Porral and
Lévy-Mangin, 2018; Sharma and Lowalekar, 2017), this study followed the non-probabilistic
approach of purposive sampling (Sarstedt ef al, 2018). Particularly, this study focused on
Gen-Y consumers, who are considered to be digital natives, well-educated and sophisticated
shoppers (Lissitsa and Kol, 2016; Prasad et al., 2019). Also, respondents were chosen based on
their occasional experience with omni-channeling, especially hypermarket visits. To ensure
that the participants had a good understanding of omni-channel retailing and were able to
provide real, accurate and valid data (Campbell, 1955), we first asked them some screening
questions before they started the main survey. For example, only respondents who gave a
positive answer to the following question were invited to fill out the survey: “Are you familiar
with other channels?” or “Do you often buy products through multiple channels of the
retailer?” In addition, when respondents encountered many unknown items in the
questionnaire, they were asked to stop the survey. Thus, only those participants who had
a good understanding of the omni-channel retailing model finished the questionnaire.

A total of 250 respondents were surveyed for the study. Observations with missing values
and straight lining were deleted (Sarstedt and Mooi, 2019; see Chapter 5), leaving a total
sample size of 234, which met the minimum sample size suggested by Kock and Hadaya
(2018) [12]. The respondents were primarily female ethnic Malays with a master’s degree, a
monthly income between RM 4,501 and RM 6,500, and a civil servant occupation (Table A3
shows a detailed breakdown of the sample characteristics).

4. Empirical illustration

Our analysis compared five different model configurations of omni-channel retailing with the
key target construct of PI (see Figure 3) [13]. Model 1 is the theoretically well-established
original model that was used by Zhang et al (2018) in prior illustrations of PLS-SEM in the IS
field (e.g. Zhang et al.,, 2018). Model 2 is an extended version of Model 1, in which CE influences
PI directly because consumers who perceive themselves as empowered (i.e. an individual's
conviction of self-efficacy determines the initiation of an activity and increases persistence in
task performance) are more likely to forge stronger positive behavior (i.e. patronage intention)
(Fuchsrand'Schreier; 2011)rModel 3isamore complex configuration of the original model, in
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Figure 3.

The four alternative
models of channel
integration on
consumer responses in Model 3
an omni-channel
retailing framework

Model 4

Note(s): The grey dashed line are the alternative paths that exhibit different plausible
theoretical model configurations

which the antecedent constructs of CPCI also directly influence TRUST and SAT. Finally,
Model 4 is a saturated model, in which the antecedent construct of CPCI also directly
influences PI. Both models 3 and 4 are theoretically plausible when it is assumed that CE may

only partially mediate the relationship between CPCI and endogenous constructs like
TRUST, SAT and PI.

5. Model assessment in PLS-SEM
Our analyses utilized SmartPLS 3.3.2 software (Ringle et al., 2015), a prepared Excel table for
the computation of the full model selection criteria [14], and the CVPAT package in R
statistical software (R Core Team, 2019) [15] to estimate the model parameters. The
evaluation of the reflective measurement models by means of standard evaluation criteria
(Hair et al., 2019b, 2017b; Sarstedt ef al., 2017) supports the measures’ reliability and validity
(see Table A4). This also holds for the discriminant validity assessment using Henseler et al.
(2015) recently proposed heterotrait—monotrait ratio of correlations (HTMT) criterion (see
Table Ab). In particular, the HTMT bias-corrected and accelerated (BCa) confidence
intervals—derived from bootstrapping with 5,000 samples and the no sign change option—
include the conservative threshold value of 0.90 (Henseler ef al, 2015; Franke and Sarstedt,
2019; see Table A5). As for the assessment of lower-order constructs forming the higher-order
construct of CPCI, the evaluation of the formative measurement model by means of standard
evaluation criteria supports the measure of convergent validity assessment using the
redundancy analysis procedure because the threshold value is above 0.7 (Cheah et al., 2018).
In addition, the variance inflation factor (VIF) of each dimension is below the threshold value
of 3 (Mason and Perreault, 1991; Becker et al, 2015; see Table A6). We also ran bootstrapping
with 5,000 samples, using the no sign change option, to test the lower order construct weights’
significance based on the 99% BCa confidence interval (Hair et al, 2017b, see Chapter 5). The
results showed that all lower order construct weights were significant (p < 0.01).

Finally, both Figure 4 and Table A7 illustrate the path models (Model 1 to Model 4) used in
our structural model assessment [16]. The bootstrapping results for Model 1 show that most
of thepathicoefficientsarestatistically significant for all relationships (p-value < 0.01), except
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Note(s): i. p-value < 0.05; ** p-value < 0.01 (one-tailed test)
ii. Model 1: The RZ results of each endogenous variable are CE: 0.539, Trust: 0.506,
Sat: 0.633, and P1: 0.713
iii. Model 2: The R? results of each endogenous variable are CE: 0.538, Trust: 0.507,
Sat: 0.633, and PI: 0.724
iv. Model 3: The R? results of each endogenous variable are CE: 0.545, Trust: 0.537,
Sat: 0.634, and PI: 0.724 Figure 4.
v. Model 4: The R? results of each endogenous variable are CE: 0.546, Trust: 0.539, Path model result of

model 1 to model 4
Sat: 0.633, and PI: 0.727

for TRUST on PI (8 = —0.010; SE = 0.059). Similarly, Model 2 shows that TRUST on Pl is
insignificant (8 = —0.099; SE = 0.075) but the other paths are all significant (p-value < 0.05).
As for Model 3, the path coefficients are statistically significant for all relationships, except
for CPCI on SAT ( = —0.055; SE = 0.056) and TRUST on PI (3 = —0.098; SE = 0.072).
Finally, Model 4 shows that all results are statistically significant, except for CPCI on SAT
(B = —0.046; SE = 0.059), CPCI on PI (f = 0.090; SE = 0.072) and TRUST on PI (8 = —0.074;
SE = 0.062).

6. Model comparison results using PLS-SEM criteria
Table 1 shows the results of our study when the robustness of the 4 models was assessed. The
PLS-SEM criteria (ie. GoF by Tenenhaus, R and Q%) show that the best model is Model 4,
which is the most complex model in our set and the least theoretically defensible. In addition,
the preference for the saturated model (Model 4) is supported by the model selection criteria
results of the asymptotically efficient (i.e. AIC, AICc and Mallow’s Cp) and the out-of-sample
criteria (ie. @ predict). Even the adjusted R which is designed to adjust for parsimony,
shows greater preference for Model 4. In addition, Model 1 produced a better result in terms of
PLSpredict, especially when looking into the value of both the RMSE and MAE metrics.
However, Model 1 is still not the best model when compared with other alternatives because
of the favorable results of the other criteria.

Furthermore, Models 2 and 3 performed similarly when compared with Models 1 and 4.
Interestingly; Modelsi2randr3ryieldedrarbetter model based on asymptotically consistent



IMDS
120,12

2174

Table 1.
Criteria values for

Criteria Model 1 Model 2 Model 3 Model 4
PLS Based GoF by Tenenhaus 0.539 0.542 0.550 0.551
R? 0.713 0.724 0.724 0.727
Adj R? 0.710 0.720 0.720 0.722
0’ 0.602 0.611 0.611 0.616
Asymptotically Efficient AIC -287.098 -294.243 -294.243 -294.800
AlICu -284.079 -290.208 -290.208 -289.746
AlCc -50.923 -57.980 -57.980 -58.430
Mallow's Cp 16.949 9.560 9.560 9.000
FPE 0.293 0.284 0.284 0.284
Asymptotically Consistent BIC -276.732 -280.422 -280.422 -277.524
GM 261.315 257.382 257.382 260.277
HQ -282.918 -288.670 -288.670 -287.835
HQc -282.696 -288.313 -288.313 -287.311
PLSpredict RMSE 0.388 0.433 0.498 0.544
MAE 0.307 0.338 0.389 0.425
Q? Predict 0.122 0.162 0.159 0.235

alternative Models 1-4  Note(s): Grey shading represents best value

selection criterion (i.e. BIC, GM, HQ and HQC) compared with the other models. However, the
PLSpredict result for Model 2 exhibits a better value (i.e. RMSE, MAE and @* predict) than
Model 3 for the final target construct PI, making it a promising alternative to the other
models. From these findings, we believe that the more parsimonious research models showed
stronger performance for out-of-sample prediction (RMSE and MAE) among a set of
competing models, but not necessarily for in-sample model selection criteria.

In order to minimize the uncertainty of the model selection criteria results (AIC, BIC and
GM values in Table 1), we performed an assessment of AICw, BICw and GMw. Based on
Table 2, AICw firmly disqualifies the parsimonious models (Model 1) with a very low weight
of 0.008. AICw also discards Models 2 and 3, but the difference with Model 4 is much less
pronounced, with AIC-AIC,;, = 0.391. On the contrary, BICw clearly disqualifies the more
complex Model 1, as Model 1 shows a pronounced difference from Models 2 and 3, which yield
the smallest BIC value (BIC-BIC,,;, = 3.690). BICw also discards the saturated Model 4, but
the difference from Model 1 is much less pronounced (BIC-BIC,;, = 2.898). Overall,
considering the low weights of Models 1 (0.062) and 4 (0.092), both models offer more
compelling evidence of model misspecification. Similarly, the GMw performs better for
Models 2 and 3 than for Models 1 and 4 based on the validation data.

With regard to the selection uncertainty (Table 2), AICw strongly favors Model 4, with
some support given to Models 2 and 3. Even though the complex models are theoretically
least defensible (Sharma ef al,, 2019a, 2019b), the fact that AIC has a strong tendency to select
overparametrized models should give rise to concern regarding this choice. However, BICw
and GMw assign the highest weights to Models 2 and 3—the most theoretically defensible
models. Overall, we find that the use of both BIC/BICw and GM/GMw complement the
uncertainty result generated from the model selection criteria’s raw values. In particular,
these criteria are able to identify the relative strength of a single model as clearly superior to
other sets of competing models.

Next, we tested the CVPAT method with the goal of determining whether the AM (Models
2, 3 and 4) offers significantly higher predictive power than the EM (Model 1) (see Table 3). We
found.that the EM exhibited lower loss than the AM for both comparison 2 [Model 1 (EM):
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Criteria Model 1 Model2  Model3  Model 4 predictive
AIC -287.098 294243 294243 -294.800 modeling
A (AIC - AlCuin) 7.702 0.557 0.557 0.000

AIC weights 0.008 0.296 0.296 0.391

BIC -276.732 280422 -280.422  -277.524

A (BIC — BIChin) 3.690 0.000 0.000 2.898 2175
BIC weights 0.062 0.392 0.392 0.092

GM 261315 257382 257.382  260.277

A (GM — GMuin) 3.933 0.000 0.000 2.895 Table 2.
GM weights 0.056 0.398 0.398 0.094 AlCw, BICw and GMw

Note(s): Grey shading represents best value

value for alternative
Models 1-4

Averages losses
Comparison ~ CVPAT results EM AM EM-AM  p-value* CI**

1 Model 1 (EM) and Model 2 (AM) 0523  0.522 0.001 0.045 [0.001; oo]
2 Model 1 (EM) and Model 3 (AM) 0516  0.522 —0.007 0.095 [-0.002; oo]
3 Model 1 (EM) and Model 4 (AM) 0519  0.522 —0.004 0.251 [-0.005; oo]

Note(s): (1) EM = established model; AM = alternative model; we use Model 1 as EM to compare with other
AM models (Model 2, Model 3 and Model 4). The reason is Model 1 is derived from an established theoretical
justification work by Zhang et al. (2018), (2) * The null hypothesis is equal predictive ability and the alternative
hypothesis is that the AM (column 3) has better predictive ability than the EM (column 2); the p-value is based
on 10,000 bootstrap samples with a specified seed of 42, (3) ** CI = 95% confidence interval of the one-sided
test, (4) A negative average loss value difference between the EM and AM indicates that the EM has a smaller
average loss and is therefore preferable. If the average loss value difference is positive, the AM has superior
predictive power

Table 3.
The CVPAT results for
alternative Models 1-4

0.516; Model 3 (AM): 0.522] and comparison 3 [Model 1 (EM): 0.519; Model 4 (AM): 0.522)],
which supported retaining the EM as the best predictive model. Subsequently, these
comparisons were also supported with insignificant p-value and confidence interval results,
which indicated that the EM of Model 1 had a lesser average prediction error loss than the AM
(Model 3 and Model 4). In contrast, our study also found that comparison 1 exhibited a slightly
high EM loss (Model 1: 0.523) than the AM loss (Model 2: 0.522). This comparison was
supported by the significant inference result of both the p-value and confidence interval; thus,
comparison 1 showed that Model 2 (AM) was a better predictive model than Model 1. Because
only Model 2 (AM) has higher predictive accuracy for our CVPAT result, we would prefer this
model over the original version of Model 1 (EM) proposed by Zhang et al. (2018).

Finally, this study also assessed the model fit criteria in PLS-SEM (see Table 4) [17]. The
model fit criteria (i.e. SRMR, NFI and chi-squared) favors Model 3 over the other three models.
However, the differences in this value for each model fit criteria are relatively small (especially
Model 4—the saturated model), and it is difficult to ensure that Model 3 exhibits a better fit. In
addition, the use of bootstrap-based tests (d_G and d_ULS) shows that the original value does
not fall into the 95% (or 99%) confidence interval across the models, except for the bootstrap-
based model fit assessment for SRMR. Particularly, the results in Table 4 show that the
values for SRMR do not exceed the threshold value of 0.08 (Hu and Bentler, 1998, 1999) or the
tpper boundvaluesof bothithe'95%and'99% quantiles of their reference distribution, thus
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Table 4.

Assessment of Model
Fit in PLS-SEM for
alternative Models 1-4

Criteria Model 1 Model 2 Model3 Model 4
o 0.073 0.069 0.055 0.056
Model Fit: Estimated Model - g rp 95% [0.074]  95% [0.073] = 95%[0.057]  95% [0.058]
99%[0.079]  99% [0.079] | 99% [0.060] = 99% [0.062]
1.602 1.449 0.918 0.926
d_ULS 95%[0.630]  95% [0.593]  95% [0.391]  95% [0.388]
99% [0.800]  99% [0.743]  99% [0.455]  99% [0.452]
0.677 0.670 0.656 0.663
4G 95%[0.367]  95%[0.367]  95%[0.367]  95% [0.365]
99% [0.407]  99% [0.407]  99% [0.409]  99% [0.405]
Ch-Square  826.904 818.188 811.119 814.200
NFI 0.862 0.863 0.864 0.864

Note(s): i. Grey shading represents best value
ii. The 95% and 99% of SRMR, d ULS and d_G are bootstrapped according to suggested procedure
by Dijkstra and Henseler (2015b, 2015a)

demonstrating that model fit is obtained by all four models, except for both the d_G and the
d_ULS. Because the SRMR fit measure exhibits an acceptable fit result that is identical on all
four models, this fit criterion would still not be sufficient to explain which model has the best
explanatory power and specification. In addition, the SRMR fit measure provides no
guarantee regarding how well the model fits another dataset. Therefore, the use of the model
fit criteria did not clearly show the best fit preference for deciding causal prediction in this
empirical study.

In conclusion, comparing the four model configurations in terms of all the criteria values
revealed that the original Model 2 variant clearly outperformed models that were more
complex (Model 3 and Model 4), as well as models that were too parsimonious (Model 1). In
other words, when striking a balance between the explanation and prediction goals of PLS-
SEM, the most theoretically well-established model should be Model 2, as it achieved
reasonable results for most of the criteria, such as the PLSpredict, the CVPAT and the
model selection criteria (i.e. BIC, BICw, GM, GMw, HQ and HQc). Therefore, our study
shows that Model 2 has a better chance of being scientifically replicable, explainable and
exhibiting higher predictive abilities (Shmueli and Koppius, 2011; Bentler and Mooijaart,
1989), because of its balanced result in terms of in-sample and out-of-sample
prediction power.

7. Discussion
Since its inception, PLS-SEM has been an exploratory technique for theory building where
researchers might want to compare several models (Wold, 1982, 1985). Recent work in the
PLS-SEM literature has also highlighted its abilities as a causal-predictive technique
(Shmueli et al, 2016, 2019). Because PLS-SEM straddles the divide between causal
explanation and prediction, researchers using the method need to ensure that the estimated
model adequately maps reality while offering sufficient predictive capabilities (Shmueli et al.,
2016). While prior studies have evaluated the efficacy of model selection criteria in CB-SEM
for selecting a specific or appropriate model from among a set of competing models (see
Gangwar and Date, 2016; Shiau and Chau, 2012; Shiau and Chau, 2016), none have examined
the causal-predictive perspective in the IS field, where the goal is to select the appropriate
model with both explanatory and predictive power.

Using an empirical study, our results show that the practice of comparing models using
the standard model evaluation criteria (i.e. R%, Adjusted R% GoF and @?) were inadequate



because these criteria display a pronounced preference for the saturated model (Model 4),
which is the most complex model in our set and the least theoretically defensible. In other
words, solely focusing on these standard model evaluation criteria to assess the adequacy
of a theoretical model is problematic because this may cause researchers to overfit their
model to the point that it will predict poorly and may not be generalizable or replicable by
other researchers (Hair ef al., 2019b). On the other hand, the model selection criteria cannot
be substituted for each other when selecting the appropriate causal-predictive model from
among a cohort of competing models. This technique can help researchers to reduce
uncertainty in model selection and to determine the appropriate theoretical research model
in IS research (see Cheah ef al.,, 2019). The model selection criteria, particularly BIC and GM,
have significantly higher agreement levels over the set of specified models (for Models 1-4)
compared with the PLS-SEM criteria (i.e. GOF, R adjusted R% and @?), therefore the criteria
safeguard against the overfitting issue, particularly in situations where researchers
build complex PLS models. In addition, our findings echo the results of Sharma ef al. ’s
(2019a, 2019Db) earlier simulations, where the use of model selection criteria (BIC and
GM) enable researchers to select correctly specified models when comparing predictive
generalizability.

Our study also encourages the use of BICw and GMw, which can be interpreted as
conditional probabilities for models (e.g. Burnham and Anderson, 2002; Wagenmakers and
Farrell, 2004), thereby offering stronger evidence for or against each model in the set (Danks
et al., 2020). Both these criteria help corroborate BIC and GM results when comparing models
that are close in the theoretical information sense, and a single superior model cannot easily
be identified (Preacher and Merkle, 2012). In other words, the use of the BICw and GMw
criteria facilitate researchers in overcoming the false sense of confidence that occurs when
selecting between models with similar BIC and GM values.

Although BIC/BICw and GM/GMw are ideal criteria for prediction-oriented model
selection, researchers should not neglect the out-of-sample prediction using PLSpredict
criteria RMSE, MAE or @? predict) and CVPAT. Both the PLSpredict and CVPAT
techniques allow researchers to address the long-standing calls for a stronger focus on
predictive model assessment, most notably a model's out-of-sample predictive power
(Liengaard et al., 2020; Shmueli et al., 2016, 2019). By having low prediction errors (e.g. using
the RMSE and MAE statistic) and a high value of Q?_predict, researchers can identify a
parsimonious model that is more likely to predict and be generalizable to other samples.
Similarly, having appropriate pairwise comparison results for CVPAT (in our case, this is
average prediction error of EM: Model 1 > average prediction error of AM: Model 2) with its
overall inferential test enables researchers to statistically compare the predictive strengths of
models to judge whether model choice is reliable, and not affected by the chance of sampling
error. Therefore, we summarize that the introduction of both the PLSpredict and CVPAT in
PLS-SEM can aid researchers in developing and examining theoretical models via
comparison, improvement in measures and construct operationalization, as well as
benchmarking the predictability of a given phenomenon.

However, our empirical result exhibits misfit for the majority of the fit criteria (ie. d_ULS,
d_G, chi-squared and NFI) when assessing the discrepancy between the empirical correlation
matrix and the model-implied correlation matrix of all models (Models 1-4), except for the
SRMR. Drawing from this finding, this raises an important question as noted by Hair et al
(2019c¢), about whether researcher should cherry-pick the appropriate result when reporting the
model fit criteria? Cherry-picking a result from the model fit criteria—in this case, it will be just
the SRMR fit measure—can be harmful, as researchers may be tempted to sacrifice the
exploratory and causal-predictive nature of social science research. Hence, researchers should
be more cautious when interpreting the fit criteria, because little is known about the viability of
thefitmeasures acrossarange of datarViodel'constellations are proposed for PLS-SEM in the
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literature, and their use can even be harmful, as researchers may be tempted to “torture the data
until they confess” (Aguinis et al, 2017, p. 654). In fact, should we actually reject all four models
when the majority of the fit measures exhibit misfit? Rejecting and modifying a model on the
basis of satisfying these fit metrics ignores a central component in the PLS-SEM algorithm’s
objective function (Lohmoller, 1989). As an alternative to these fit metrics, researchers can
revert to the model selection criteria (Sharma et al, 2019a, 2019b), PLSpredict (Shmueli ef al,
2016; 2019) and CVPAT (Liengaard et al., 2020) because these criteria achieve a sound tradeoff
between explanation and prediction to avoid overfitting, so that the model generalizes beyond
the particular sample in the estimation of PLS path models, which perfectly satisfies the
method’s causal-predictive nature (Joreskog and Wold, 1982, p. 270).

Overall, it is worth noting that PLS-SEM has become increasingly popular in IS research
for evaluating models with complex relationships, and for making valid inferences from a
restricted sample to a larger population. Subsequently, a sharper focus on demystifying the
role of causal-predictive modeling can help to connect the subjective and objective realities, as
well as assess the distance between theory and practice in the IS field and narrow the range of
possibilities to ensure successful policy-making. Given the larger goal of creating
generalizable theories in IS and even business research, we argue that among all the PLS
criteria, the model selection criteria (i.e. BIC/BICw and GM/GMw), PLSpredict and CVPAT
enable researchers to compare competing PLS path models by catering to both theory
development and predictions aspects. For example, it is widely known that researchers prefer
to add more variables (or paths) to the model and to rely on the statistical significance to imply
causal prediction in aiding theory development (Sharma et al, 2019a, 2019b). Hence, the use of
the model selection criteria, PLSpredict and CVPAT can provide complementary information
regarding whether the inclusion of the variable(s) in theoretical modeling has been successful
in improving both the in-sample and out-sample information at hand.

In addition, demystifying the role of causal-predictive modeling is crucial for making
decisions under conditions of uncertainty, and in creating opportunities to compete for
research. From an academic perspective, most PLS-SEM researchers do not simply choose or
specify only one model structure, and then use the data to either confirm or contradict the
specific structure for theory development (Zheng and Pavlou, 2010). Rather, they often face
choices during the literature review process that require a decision to design, select or extend
an appropriate model from a set of competing models (Cheah et al, 2019). While from
practitioner’s standpoint, the focus is not typically on validating or testing theories from a set
of competing models, but rather on finding generalizable approaches or policies that could
result in immediate commercial utility or predictive power (Ruddock, 2017). We therefore call
for the use and report of model selection criteria, PLSpredict, and CVPAT results in PLS-SEM
because these criteria enable researchers to reduce the uncertainty of model choice by ruling
out alternative explanations and identification of variables with high predictive power. In the
meantime, these criteria enable practitioners to make such decisions with less error by
reducing generalization error so that policy decisions will be more likely to work in other
settings.

Our research sheds light on the performance of causal prediction criteria in the context of
IS research. Future research should benchmark PLS-SEM’s criteria performance against
other composite-based SEM methods, such as consistent PLS (Dijkstra and Henseler, 2015a,
2015b), weighted PLS (Becker and Ismail, 2016; Cheah et al, 2020), generalized structured
component analysis (Hwang et al, 2010) and regularized canonical correlation analysis
(Tenenhaus and Tenenhaus, 2011). In addition, it is suggested that future studies extend our
empirical design by considering more complex model structures, such as interaction terms
(Becker et al., 2018), mediating effects (Nitzl et al, 2016) and non-linear effects (Ahrholdt ef al,
2019; Hair et al., 2018), experimental studies (Streukens and Leroi-Werelds, 2016), longitudinal
studies(Roemer; 2016)andidiscrete choice modeling (Hair et al, 2019a). While the use of these



modeling elements is recently becoming more in vogue in IS research, nothing is known about
which criteria perform the best in achieving the causal prediction goal of PLS-SEM.

Notes

1

10.
11.

12.

Theoretical consistency refers to a well-developed causal explanation for the suggested theoretical
constructs, propositions, hypothesis, boundary conditions and assumptions that are logically
consistent and relate to each other. As a result, it guarantees the generalizability of the inference.

. Causal-predictive technique assumes that when the structural theory of a model is strong and well-

developed (i.e. a well-established research domain, where extensive previous studies and insights
have been performed to investigate a phenomenon), the path relationships can be interpreted as
causal in predictive modeling, where a model predicts unseen or new data (Ringle et al, 2020
Liengaard ef al., 2020).

. In-sample predictions (often called fitted values) can be useful for explanatory modeling efforts, in

that their computation draws on the entire dataset. In other words, their computation requires
estimating the parameters of a path model, and then using the model to predict values for cases from
the same sample (see Shmueli et al., 2016).

. Danks et al. (2020) study illustrated that selecting one model over another based on model selection

criteria may lead to a false sense of confidence, as the differences in the criteria values are
often small.

. Standardized root mean square residual (SRMR) was originally developed by Bentler (1995) for the

covariance-based structural equation modeling (CB-SEM) technique.

. Overfitting refers to a research model that models the training data or in-sample data too well

during its computation of the entire data. The computation requires estimating the parameters of a
PLS model and then using the model to predict values for cases from the same sample. An
overfitting scenario occurs because the analysis corresponds too closely to a particular set of data
(i.e. in-sample data), thus it fails to fit additional data to the research model, or to predict future
observations reliably (Shmueli ef al, 2016).

. In CVPAT-based model comparison, a one-sided test is often used to determine whether the AM

offers significantly higher predictive power than the EM. However, it is also possible to carry out a
two-sided test when researchers consider equally suitable models of both EM and AM. A significant
CVPAT result could provide evidence in favor of the one or the other model; if not, we cannot reject
their having equal predictive accuracy.

. A piecewise linear regression in PLS-SEM runs separate regressions of each dependent construct in

the structural model on its associated independent constructs. In other words, the algorithm
maximizes the endogenous latent variable’s explained variance in the structural model stage by
estimating partial model relationships in an iterative sequence of OLS regressions.

. Note that Hair ef al’s (2017b, p. 193-194) book contains all the compiled threshold values of the

model fit criteria (Le. SRMR, NFI, RMS, d_G, d_ULS and RMStheta).
Zhang et al. (2018) work was published in Electronic Commerce Research and Applications.

The use of composite modeling in PLS-SEM is a suitable and advantageous choice when
estimating relationships among conceptual variables that are both reflective and formative. This
is particularly true because PLS-SEM enables researchers (1) to estimate complex models
comprised of many latent and observed variables, (2) to obtain solutions with small sample sizes
without identification or convergence concerns and (3) to provide an aspect of predictive modeling
that complements the retrospective nature of causal-explanatory modeling (Hair and Sarstedt,
2019; Hair et al., 2020).

The reasonable value for minimum sample size in PLS-SEM by the inverse square root method is
about 160, and by the gamma exponential methods is about 146 (Kock and Hadaya, 2018).
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13. The indicator correlation matrix lead result can be obtained upon request from the corresponding
author.

14. The computations of the model selection criteria were estimated using the Excel file provided at the
following webpage: https://www.pls-sem.net/downloads/sample-projects-and-various/.

15. The CVPAT code for the statistical software R and technical instructions for its application are
available for download at the following webpage: https:/github.com/ECONshare/CVPAT/.

16. See appendix, Table A7 for the specific result of each of the path coefficients, t-value, p-value,
confidence interval and the effect size result (f2).

17. The RMStheta index is only useful for assessing purely reflective models, because outer model
residuals for formative measurement constructs are not meaningful (see Hair ef al, 2017b; Henseler
et al, 2016) Given that the four models contain a higher-order, reflective-formative construct (i.e.
CPCI), this index was not used in the study.
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Role of causal-

Characteristic Description Frequency Percent L
predictive
Gender Male 100 427 1
Female 134 573 mOdehng
Ethnicity Malay 96 41.0
Chinese 87 372
Indian 35 15.0
Others 16 6.8 2205
Level of Education Bachelor Degree 72 30.8
Master Degree 117 50.0
PhD Degree 45 192
Occupation Enterprise Employee 74 316
Civil Servant 139 59.4
Entrepreneur 21 9.0
Personal Income Below RM 2,500 47 20.1
RM 2,500 to RM 4,500 51 219
RM 4,501 to RM 6,500 60 25.6
RM 6,501 to RM 8,500 56 239
Above RM 8,500 20 85
Table A3.
Note(s): N = 234 Sample demographic
Construct Item Loading CA rho_A CR AVE
Customer Empowerment CE1 0.889 0.922 0.924 0.941 0.762
CE2 0.873
CE3 0.897
CE4 0.839
CE5 0.865
Integrated Customer Service ICS1 0.867 0.898 0.901 0.929 0.765
1CS2 0.866
ICS3 0.870
ICS4 0.895
Integrated Information Access A1 0.715 0.868 0.891 0.903 0.653
A2 0.775
ITA3 0.847
A4 0.826
IIA5 0.868
Integrated Order Fulfillment I0OF1 0.723 0912 0.916 0.932 0.697
I0F2 0.900
IOF3 0.834
I0F4 0.864
I0F5 0.811
I0F6 0.865
Integrated Promotion P1 0.664 0.846 0.855 0.891 0.662
e D80 Table A4.
P4 0770 o Assessgner.lt' of
IP5 0.841 indicator rehabﬂlty,
- average variance
(continued) extracted and

convergent validity
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Table A4.

Construct Item Loading CA rho_A CR AVE
Integrated Product and Price IPP1 0.844 0.901 0913 0.926 0.715
1PP2 0.839
IPP3 0.803
1PP4 0.849
IPP5 0.890
Integrated Transaction Information 1T 0.780 0.858 0.883 0.896 0.635
1TI2 0.857
1TI3 0.750
1TI4 0.709
ITI5 0.876
Patronage Intention Patronl 0.954 0.942 0.947 0.963 0.897
Patron2 0.928
Patron3 0.959
Satisfaction Satl 0914 0.955 0.956 0.965 0.848
Sat2 0.924
Sat3 0.938
Sat4 0919
Sat5 0910
Trust Trustl 0.906 0914 0922 0.936 0.747
Trust2 0.938
Trust3 0.900
Trust4 0.769
Trustb 0.796




5 L D> Ge2LEE
.2 S <-g5ESE
noe 8= EE8
=R, ”“ 2ESETE
ST88 SZzE="
..Imm T%mHm
g ™ “EEE
< Lk
o E.mM
R D%

S[BAISUI 20USPIUOD (B)E) PAIBIS[00B PUB PaJILInd-SeIq %,G6 Ayl Jo punoq Joddn pue 1emo[ moys s19xdRIg (£) (T00Z ‘77 72 P109) 06 LINLH MO[aq sonfea LINLH 24! [[V (7) ‘UOBWLIOJU] UOTIOBSURL], PajeiSau] = [1]
{uonowWoJ pareISaiu] = JJ 9oL PUe 1Npoi pa1eidaiu] = JJ[ JUSW{[Y[N,] BpI() PareISau] = JO[ ‘SS900Y UONBWLIONU] PJRISNU] = Y[ 90IARG JW0ISn) pajersaju] = [ ‘yusupmoduy woisn) = 5 (1) :(S)910N

[00£°0 50501 2090  [€780 689°0] €220 Jsnua, 01
[927°0 ‘66201 2960 [66£°0 PSG0] G690  UOBIBISIES ‘6
[S97°0 ‘612018760  [21L0°GESG0] €690  oBeuoned ‘g
[ST2°0 587018090  [685°0 ‘BT€0] €970
[10£°0 ‘767016090  [98L°0 :£09°0] 9020
[7650 26201 0670 [169°0 “1£70] 0650
[26£0°T19019120  [8280 95012280  [2080 *659°0] £7L0
[692°0:956010£90  [2€9°0 *89€'0]1 2150

[£82°0 *€29°01 6020

[768°0 :SLL01 %780  [F080:T0901STL0  [697°0 97010660  [T720°8¥S018590  [169°0 ‘€LF0] €650  [669°0 767019090  [685°0 28501 ¥¥F0
[2680 018012880  [€260°9¥T'01 1520  [€89°0 ‘98701 760  [S69°0 ‘91501 TT90  [£€50 60€°0] 0€F0
[€6€0:29T016220  [91L0€15019290  [8T20:06501€€90  [86¥70 0L5°0] €6€°0

[965°0 '62€01 1970 [025°0€0€0] 770 [01L0 ‘79701 8650

[S68°0 862°01€980  [17£0 195015990

[209°0 *52€°01 0050

0T 6 8 L 9 S 4 € 4 T




8eLT 9% [961°0:dN ‘€eT0 qT 9910 IDd0 < - UOIBULIOJU] UOPOESUL1], PoyeiSaju]

026 s [Gez0:dNn ‘cL10:9T] 1020 IDdD < - Uonowox] payeiSaju]

g S8 [rzodnieLrodl 2020 1DdD < - 20LiJ PUE 1onpo1] pajersajuy

8z s [rec0:dn 722091l 6620 10dD) < - JURW[N,] 9PIQ Pajessoju

5607 & [1520:dn ‘151091 <810 1Dd) < - SSR00Y UONRULIOJU] pajesoju

2060 1667 s [rez0:dn ‘esT0:9Tl 9020 10dD < - SRIAIDG JoUIO}SNY) PoyeISoju]
AIp1rea JuaSI9AU0)) JIA (10°0 > ¢) ySem I9INO JO JUBIIUSIS DB %66  SYSPm N0 JONIISUOI-IOPIO [BIIYOIBISI

measurement models

IMDS
120,12
2208
Table A6.
Assessment of

formative




BCa 95% CI

Model  Relationship Std Beta ~ Stderror  fvalue  p-value LB UB Ve

1 CPCI->CE 0.734 0.029 25.326 0.000 0.707 0799 NA
CE - > Trust 0.712 0.038 18541 0.000 0.641 0768  NA
CE - > Sat 0.109 0.060 1.836 0.033 0.012 0208  0.016
Trust - > Sat 0.714 0.057 12518 0.000 0.609 0797 0685
Trust - > PI —0.010 0.060 0.163 0.435 —0.102 0.092  0.000
Sat - > PI 0.852 0.047 18.153 0.000 0.769 0923 0944

2 CPCI->CE 0.734 0.029 25.137 0.000 0.678 0776  NA
CE - > Trust 0.712 0.038 18.814 0.000 0.644 0768  NA
CE - > Sat 0.110 0.058 1.903 0.029 0.017 0204  0.016
Trust - > Sat 0.714 0.056 12.709 0.000 0.613 0799 0684
Trust - > PI —0.099 0.073 1.346 0.089 —0.215 0023 0.010
CE->PI 0.149 0.053 2.845 0.002 0.065 0241  0.039
Sat - > PI 0.830 0.050 16.665 0.000 0.740 0904 0917

3 CPCL->CE 0.738 0.028 26.081 0.000 0.682 0777 NA
CPCI - > Trust 0.260 0.054 4.780 0.000 0.166 0345  0.066
CE - > Trust 0.520 0.060 8.613 0.000 0.422 0619  0.266
CPCI - > Sat —0.055 0.054 1.014 0.155 —0.142 0.037  0.004
CE - > Sat 0.141 0.070 2.004 0.023 0.020 0251  0.020
Trust - > Sat 0.726 0.057 12.780 0.000 0.624 0812  0.666
Trust - > PI —0.098 0.074 1.336 0.091 —0.227 0015  0.010
CE->PI 0.149 0.054 2.789 0.003 0.059 0236  0.039
Sat - > PI 0.830 0.050 16.708 0.000 0.739 0905 0916

4 CPCI->CE 0.739 0.028 26.067 0.000 0.682 0778 NA
CPCI - > Trust 0.265 0.056 4752 0.000 0.167 0350  0.069
CE - > Trust 0.516 0.061 8479 0.000 0.416 0614 0262
CPCI - > Sat —0.046 0.056 0.820 0.206 —0.140 0046  0.002
CE - > Sat 0.136 0.072 1.887 0.030 0.016 0255  0.018
Trust - > Sat 0.725 0.057 12.647 0.000 0.618 0808  0.660
CPCI- > PI 0.090 0.041 2.179 0.015 0.019 0156  0.013
Trust - > PI —0.124 0.073 1.687 0.046 —-0251  —0.010 0.016
CE->PI 0.098 0.058 1.690 0.045 0.007 0198  0.012
Sat - > PI 0.835 0.049 17171 0.000 0.745 0906  0.936

Note(s): NA means that the effect size is not applicable for single exogenous variable on endogenous variable;
* p-value < 0.05; ** p-value < 0.01 (one-tailed test)

Role of causal-
predictive
modeling
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Table A7.
Assessment of the
structural model
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